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Abstract. A three-dimensional finite difference model has been developed for the treat- 
ment of saturated-unsaturated transient flow in small nonhomogeneous, anisotropic geologic 
basins. The uniqueness of the model lies in its inclusion of the unsaturated zone in a basin 
wide model that can also handle both confined and unconfined s•aturated aquifers, under 
both natural and developed conditions. The integrated equation of flow is solved by the 
line successive overrelaxation technique. The model allows any generalized region shape and 
any configuration of time variant boundary conditions. When applied to natural flow 
systems, the model provides quantitative hydrographs of surface infiltration, groundwater 
recharge, water table depth, and stream base flow. Results of simulations for hypothetical 
basins provide insight into the mechanisms involved in the development of perched water 
tables. The unsaturated basin response is identified as the controlling factor in determining 
the nature of the base flow hydrograph. Application of the model to developed basins allows 
one to simulate not only the manner in which groundwater withdrawals are transmitted 
through the aquifers, but also the changes in the rates of groundwater recharge and dis- 
charge induced by the withdrawals. For any proposed pumping pattern, it is possible to 
predict the maximum basin yield that can be sustained by a flow system in equilibrium 
with the recharge-discharge characteristics of the basin. 

INTRODUCTION 

The requirements of water resource planning 
have made simulation of the hydrologic re- 
sponse of groundwater basins a technique of 
increasing importance. In this paper a numerical 
mathematical model is presented that attempts 
to bring the state of the science one step closer 
to hydrogeologic reality. The uniqueness of the 
model is shown in the following general set of 
properties: 

1. The model is three-dimensional. It can 

also collapse to treat two-dimensional vertical 
cross sections. 

2. The model has its upper boundary at the 
ground surface. It treats the complete subsurface 
regime as a unified whole because the flow in 
the unsaturated zone is integrated with saturated 
flow in the underlying unconfined and confined 
aquifers. 

3. The model is a transient analysis. It can 
handle both the natural transient boundary 
conditions that occur at the ground surface and 
the man-made transient effects created by aqui- 
fer development. It can also treat steady state 
systems. 

4. The model allows consideration of non- 

homogeneous and anistropic geologic formations. 
5. The model admits any generalized config- 

uration of all pertinent boundary conditions. 

Ultimately, it is planned to incorporate this 
model into a complete hydrologic response model 
of the type espoused by Freeze and Harlan 
[1969]. However, in this paper I will treat only 
the more classic application to problems in basin 
hydrogeology. 

Transient numerical models that integrate 
the saturated and unsaturated zones were pio- 
neered by Rubin [1968]. His paper was followed 
by several other two-dimensional applications 
to various specific problems [Hornberger et al., 
1969; Taylor and Luthin, 1969; Verma and 
Brutsaert, 1970]. These studies used Laplace's 
equation in the saturated zone and are thus 
limited to near-surface flow in homogeneous, in- 
compressible, and unconfined aquifers. Cooley 
[1970] studied pumping from an aquifer sys- 
tem by using a form of the complete equations. 
All these studies were for regions of limited 
size with specialized boundary configurations. 
Only Jeppson [1969] has considered the sat- 
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urated-unsaturated flow regime on a basin wide 
scale, but he restricted himself to a steady state 
treatment. 

In this paper, following some comments on 
terminology, there are three mathematical sec- 
tions: (1) equation of flow, (2) numerical 
method of solution, and (3) limitations of the 
present model. These three sections are followed 
by some hydrogeologic simulations of hypotheti- 
cal basins. Infiltration, groundwater recharge, 
and stream base flow are discussed on the basis 
of some two-dimensional vertical simulations of 

natural flow systems; and a three-dimensional 
simulation of a developed basin is used as the 
basis for a discussion of the concepts of basin 
yield. 

SOME COMMENTS ON TERMINOLOGY 

There are several sets of concepts and terms 
common in groundwater hydrology that lose 
their significance when the treatment is three- 
dimensional or when consideration of the unsat- 
urated zone is included. 

The coefficients of transmissibility and storage 
do not appear in this paper. They are two- 
dimensional concepts, well suited to the devel- 
opment of aquifer oriented, pump testing treat- 
ments but meaningless in three-dimensional flow 
simulations. The more fundamental parameters 
of specific permeability, porosity, and the com- 
pressibilities of water and soil are used through- 
out this paper. 

The concept of .specific yield is outmoded 
when continuous flow between the saturated 

and unsaturated zones is considered. It should 

also be noted that the integrated analysis dis- 
penses with the need for complex 'free surface' 
computations, or the invocation of Dupuit- 
Forscheimer assumptions, or assumptions that 
limit the saturated thickness of unconfined 

aquifers. 
In the unsaturated zone, descriptive terms 

such as wilting point and field capacity are out- 
dated. There does not appear to be any advan- 
tage to using the concept of infiltration capacity 
rather than the more fundamental parameters • 
to which it is related such as the saturated per- 
meability of the soil. 

I have already used the terms 'unconfined' and 
'confined' when referring to groundwater aqui- 
fers, but they are used here only in a descriptive 
sense. The limitations and specialized boundary 
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conditions inherent in their usage in the pump 
testing literature do not apply to this model. 

EQUATION OF •LOW 

It is necessary to develop an equation of flow 
that will hold for saturated flow in both confined 

and unconfined aquifers and for flow in the un- 
saturated zone. The unsaturated zone actually 
involves a two-phase flow of air and water and 
thus could be treated by the techniques devel- 
oped for multiple phase flow in the petroleum 
industry. Such an approach was outlined by 
Nelson [1966] and has recently been carried 
out by Green et al. [1970]. The main disad- 
vantage to following such a course at this time 
for large basin oriented models is the com- 
putational complexity that is added to the prob- 
lem. 

The alternative approach used in this study 
employs a single equation that considers only 
the flow of water. The fundamental assumption 
is that the air phase is continuous and is at 
atmospheric pressure. This assumption precludes 
the entrapment of pockets of compressible air 
in the flow system. This assumption could 
prove to be a serious limitation in some appli- 
cations, but it has been universally used by soil 
physicists in the solution of irrigation and drain- 
age problems without misgivings and with ap- 
parent success. 

The equation is best presented as a combina- 
tion of the saturated equation developed by 
Jacob [1940] and clarified by Cooper [1966.] 
and the unsaturated equation of Richards 
[1931]. I have written the equation in terms of 
the pressure head • -- • (x, y, z, t), where 
• • 0 implies saturated conditions and • • 0 
implies unsaturated conditions. The pressure p 
is related to • by the familiar relation p -- pg•. 
In the cgs system, the units of • are cm of 
water. The sum of the pressure head • and the 
elevation head z is the total hydraulic head •. 

To be perfectly general, the equation should 
be developed in deforming coordinates, the 
Darcy velocity being considered as a relative 
velocity of the water with respect to the grains 
[Cooper, 1966]. The equation presented here is 
derived following these considerations, but in 
the computer applications that follow the co- 
ordinates are taken as fixed. This is a standard 

approximation that apparently leads to little 
error. It is also possible to view the equation as 
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having been developed in fixed coordinates. In 
this case, the approximation takes the form of 
discarding terms in which the velocity of the 
soil grains is multiplied by the vertical pressure 
head gradient. These are the only terms that are 
dropped from this development. 

The Darcy velocity can be formulated as 

v• = Sn(v•. - v2 

_ gpk (V• + Vz) (1) 
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Following an approach similar to Verruijt's 
[1969] very elegant development of the satu- 
rated equation, one can develop an integrated 
equation by combining equations 1, 3, and 6 to 
give 

V p•'gk •z)l V.•-- (V• + 

= [Sp(•' + •') + pC] o t 
where 

where Vd, the relative velocity of water with 
respect to the soil, is equal to (v•x, vdy, v•,); 
v•, the velocity of water, is equal to (Vwx, Vwy, Vw,); 
v,, the velocity of soil grains, is equal to (0, 0, 
and the rest of the standard terms are listed with 

their cgs units in the notation. It should be 
noted that 

p = p(•,) (2a) 

• = •(F, •,) = • (•b) 

where k,, are the principal components of (k,•), 

n = n(F, ,) (•) 

In saturated regions, the specific permeability 
k is a function of position owing to the non- 
homogeneity of the geologic formations F -- 
F (x, y, z). In unsaturated regions k is a func- 
tion of position and time even in homogeneous 
soils, owing to the variation of k with •. Equa- 
tion 2d relates the moisture content 0 to the 

fractional saturation S and to the porosity n. 
The equation of continuity for water is 

0 

-- V . ( Snpv•) = a/(snp) (•) 

where 

P = Po exp (/•' •) (4) 

and 

t•' = t•pg (5) 

being the usual coefficient of water compressi- 
bility. The equation of continuity for the soil is 

0 

--V' [(1 -- n)psvs] = • [(1 -- n)ps] (6) 

OS O0 
c = c(•, ,)) = n - 

o• o• 

and a': at)g, a being the usual coefficient of 
vertical formation compressibility. C is the 
specific moisture capacity. 

Expanding and noting (2) we have the final 
equation of flow 

g o• 1 
+ ; 

p(q3 0(r, 

q- p(g,)C(F, g,) •- (7) 
By leaving the p and k terms inside the outer 

spatial derivatives, we maintain in the solution 
the effects of spatial changes in density and all 
the higher order derivatives that are often dis- 
carded. It is not permissible to cancel the p term 
from the left- and right-hand sides. 

Equation 7 must be viewed relative to the 
basic functional inputs p (•), k (½), 0 (•), and 
n(f) and the parameters a', fi', and C(½), Which 
are developed from them. Figure 1 is a sche- 
matic diagram that shows these relations. The 
density of water follows the expression given 
in equation 4 and shown in Figure la.•?This 
relation also defines the compressibility of water 
fi'. fi' is actually a function of ½ because of the 
p on the right-hand side of (5), but there is 
negligible error in defining/g• -- fipog, whereby 
fi' has a• constant value as shown in the right- 
hand diagram of Figure la. It should be noted 
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that there is no discontinuity in the value of 
the compressibility as •b changes from positive 
saturated pressure heads to negative unsaturated 
pressure heads [Dorsey, 1940, p. 241]. 

The hysteretic functional relationship between 
specific permeability and pressure head is shown 
in Figure lb. There is actually an infinite num- 
ber of scanning curves s between the bounding 
drying curve d and the wetting curve w, but 
only one is shown. For •b > 0, k is usually taken 
as a constant (solid line), but the increase in k 
due to the increase in porosity (broken line) 
may be included. Madsen [1969] has suggested 
that this increase in permeability can be of con- 
siderable importance. 

Laboratory measurements are usually pre- 
sented as K-•b curves where K is hydraulic 
conductivity. These curves can easily be con- 
vetted to k-•b by the well-known relationship 

= 
Fi•o•re lc shows the moisture content rela- 

tionship 0-•b. The saturated moisture content 
equals the porosity. Again, the broken line shows 
the optional possibility of considering the in- 
crease in porosity with increased positive pres- 
sure head. The slope of the 0-•b curve is defined 
as the specific moisture capacity C(•b). The 
nature of this function is shown in the right- 
hand diagram of Figure lc. 

For those soils in which saturation is achieved 
at a pressure head slightly less than zero (the 
air entry pressure head), the curves of Figures 
lb and lc would be displaced slightly to the 
left. In such soils, a tension saturated zone (the 
capillary fringe) occurs above the water table. 

The vertical compressibility of the soil is 
defined by a series of equalities relating the 
pore volume and the soil stresses. The complete 
set of equalities [Verruijt, 1969] is 

Oz Ot Ot 

O•r, Op _- at = = 0-7 (s) 
where e is volume strain, e, is vertical strain, and 
•, is effective vertical stress. From the second 
and sixth members of (8) one can derive 
tin/(1 -- n) = a'd•, which is the fundamental 
relation shown in Figure ld. The vertical aqui- 
fer compressibility is a step function, as shown 
in the right-hand diagram of Figure ld. 
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The relationships of (8) are valid for confined 
elastic aquifers. Their relevance to unconfined 
and unsaturated aquifers must be investigated. 
The equality between the fourth and fifth terms 
in (8) is based on the assumption that a 
change in pore pressure must immediately pro- 
duce an equal and opposite change in effective 
stress, owing to the constant weight per unit 
area of the overlying column of solids and fluids. 
In the unconfined zone it no longer seems 
reasonable to assume the constancy of overlying 
weight. Changes in the overlying fluid content 
may create load changes that are a significant 
percentage of the total load. In the unsaturated 
'zone, there are still changes in the overlying 
load, but presumably the pore 'tension' has no 
ability to support the load. 

If one follows these considerations through, 
it is possible to derive a new a' term to be 
added to the right-hand side of the equation of 
flow (equation 7). My conclusion, however, is 
that such a term is numerically insignificant. 
For natural flow systems, a' and fi' are both 
negligible in their effects on the flow patterns. 
For pumped flow systems, the effects of 
changes in f should overshadow the effects of 
changes in overlying O. 

NUMERICAL SOLUTION 

The equation of flow (7) is a nonlinear para- 
bolic partial differential equation. An iterative 
numerical scheme that uses implicit finite dif- 
ference formulations should minimize the com- 

puter time for its solution and will also guaran- 
tee unconditional stability for all size time steps 
(although the accuracy will be decreased by the 
use of larger time steps). Iterative techniques 
have an added advantage over direct techniques 
for our problem in that they allow for recalcula- 
tion at each iteration of the terms that are func- 

tions of the dependent variable. 
There are three implicit iterative methods 

that can be considered' the line successive over- 

rela_xation (LSOR) technique [Young, 1962], 
the iterative variant [Wachpress and Habetler, 
1960] of Douglas and Rachford's [1956] alter- 
nating direction implicit procedure (ADIPIT), 
and the strongly implicit procedure (SIP) of 
Stone [1968]. Papers from the petroleum in- 
dustry comparing these techniques for two- 
dimensional reservoir analyses [Briggs and 
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Dixon, 1968; Bjordammen, 1969; Weinstein 
et al., 1969] show that each technique can be 
proved superior for certain cases. Differences 
in the total computing time rarely exceed a 
factor of 2 and are usually within 10-25%. For 
a saturated-unsaturated flow problem, Cooley 
[1970] concluded that although the ADIPIT 
and LSOR methods produced satisfactory re- 
sults, the LSOR technique was faster and easier 
to use. 

In this study the LSOR technique, oriented 
in the z direction, was used with a block cen- 
tered nodal grid (Figure 2). The mesh spacings 
can be variable, and the region can be of any 
general shape that does not lead to a discon- 
tinuity in any of the vertical nodal columns. For 
an interior node (subscripts i, j, k) at time step 
• (superscript t), the finite difference approxi- 
mation to (13) is 

can be solved by the well-known triangulariza- 
tion scheme used in both the ADIPIT and 

LSOR procedures. After each iteration (super- 
script it) the calculated values of ½ at each node 
are overrelaxed in the usual fashion 

- cog,•,• t' -•- (1 -- o•)•' 

At each iteration it is necessary to predict a 
pressure head value •(p,.d, at each node, from 
which the current estimates of p, k, •, n, and C 
can be calculated. For the first iteration of the 
first time step 

• •-• (11) •(pred) i,i.k = •i.i.k 
where t -- 0 implies initial conditions. For the 
first iteration of later time steps 

• (pred) i, i ,k t 
= (T,-+- 1)g,,,•,• -- T,g,,,•,• (12) 

(9) 

For vertical LSOR, the terms can be grouped as 

-- Ak•i.i,•+• •- 

-- C,•,,.,.,_• = D• (10) 

where A•, B•, C•, and D• are developed from 
the groupings of the coefficients of (9). During 
the scanning of each line in the three-dimen- 
sional mesh, values of •' on adjacent lines, as 
calculated from the most recent iteration, are 
considered as known values, as all values of 
•'-• are. The set of equations (10) for a line 
scan, form a tridiagonal matrix equation that 

where 

At • 
T• = 

2 At •-• 

For later iterations of all time steps [Cooley, 
1970] 

t,it t,it--1 
•(pred) i,i,k • •(pred) i,•,k 

t,it--1 t,it-1) 

0 _< X < I (13) 

The value of • that appears in equation 17 is 
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the predicted value of • at the boundary be- 
tween two nodal blocks (Figure 2). It is de- 
termined by 

= + 
The values of ½n through ½v• are determined 
analogously. ½m is equal to ½•.•,•.•. If the 
nodal boundaw at which ½• is calculated is aho 
a geolo•e boundary between fomations or soib 
of permeability k• and k•, then 

= + 
For steady state flow (which was often set 

up as the initial condition), the optimum value 
of the overrelaxation parameter • was found to 
be 1.88. When equation 12 was used as the 
initial predictor for later t•e steps, it replaced 
the need for overrelaxation, and a relaxation 
parameter of ,• = 1.00 was used. I also tried 

using equation 11 in conjunction with equation 
13 for later time steps, using an • value of 
1.30 [Cooley, 1970]. These combinations define 
two methods of obtaining convergence: (1) 
equations 11 and 13 with ,• = 1.30, and (2) 
equations 12 and 13 with ,• = 1.00. Operation- 

(a) 

(b) 

-• o +½ 

(C) .•no 
-•, o 

(d) 

Fig. 1. 

d=drying 
w= wetting 
s = sconning 

o +• -• o +• 

Schematic diagram of the functional 
inputs. (a) Density of water p(•) and compressi- 
bility of water/•'. (b) Spedfie permeability of the 
soil k(•). (c) Moisture content 0(•) and spedfie 
moisture capacity C(•). (d) Porosity n(•) and 
vertical compressibility of the soil 
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ally, it was found that there was little to choose 
between the two methods, both generally giving 
rise to convergence to a tolerance of 0.001 within 
10 iterations. Attempts to mix the two tech- 
niques, however, led to divergence. I made no 
attempt to optimize •, since solution times did 
not appear to be very sensitive to this param- 
eter. 

At any boundary node, boundary conditions 
can be imposed that specify the flux, the head, 
or no-flow conditions. For flux across the upper 
z boundary of a nodal block, the first term in 
the finite difference representation of flow in the 
z direction in equation 9 is replaced by 
[p (½vn) I,]/Az, where I, positive is an inflow 
rate and I, negative is an outflow rate. Similar 
expressions hold for the six possible locations of 
flux into or out of any given node. For a no-flow 
boundary, I -- 0. 

The application of a specified head boundary 
condition at the nodal point rather than at the 
nodal block boundary (Figure 2) gives rise 
to slight discontinuities along mixed boundaries, 
but these are smoothed out within one node of 

the boundary. 
It is also possible to simulate an internal 

source or sink representing a recharge or pump- 
ing well. The node containing the well itself is 
considered to be outside the model, and the six 
surrounding nodal blocks are treated with the 
appropriate side as a flux boundary. Such an 
approach is not intended to provide exact du- 
plication of flow conditions near the well. 
Rather, the emphasis is on the effect on a 
regional scale. It is also possible to represent an 
internal source or sink by a constant head node 
rather than by the above approach, which du- 
plicates constant discharge conditions. 

The program has been written to allow time- 
wise variations in the flux rates along bounda- 
ries, but for the examples presented in this 
paper the specified flux rates are kept constant 
throughout the runs. The possible numerical 
complications that may be induced by time 
dependent boundary fluxes have therefore not 
been exposed. In the figures, all the simulated 
rainfall rates are less than the surface saturated 

hydraulic conductivities, but eases were simulated 
that involved surface ponding and surface satu- 
ration. When ponding occurs, the upper bound- 
ary condition changes from a specified flux to 
a specified ponding head..It is also necessary 
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Z: Nodes k=l,. 

•_______--•-•Y: Nodes j=l .... M '• •. Discontinuity along 
-'""-+X'. Nodes i=l .... L '•'Constant head mixed boundary 

/,,- 

stream 

Possible • • , I .... -/position 
seepage _!_ .+ +. - - Constant hea " + • Outflow to 

L,,.- '" . + * * + • adjacent 
ß +• + * + • subsurface 

ß .• •,o ' ' ' + "•',Z, + • reservoir 

Constant head •• ......... 
source or sink •Constant discharge 

"'"'" """"'"'"" '"'•"*/• .'"/"•///// source or sink 
ß ß ß ß ß ß • ß 

Ik+•l 

••-' 1• \Permeability boundary 
I 

ß Interior node or no flow 

boundary node 

o Specified head node 

+ Specified flux node 

-- - - Water Table (unsaturated above,saturated 
below) 

Fig. 2. Block centered nodal grid used in LSOR numerical solution. Possible boundary 
conditions are shown schematically. Lower inset defines •-•v• values used in finite difference 
equations. 

to allow boundary conditions to change from 
one boundary type to another during the course 
of a solution that involves a seepage face. The 
face is a no-flow boundary as long as ½ < 0 
but becomes a constant head boundary, allowing 
outflow, once ½ attains the value ½ = 0. The 
programing complications engendered by rising 
and falling seepage faces in a saturated- 
unsaturated analysis will not be discussed fur- 
ther here. 

The functional relationships shown in Figures 
lb and lc are built into the computer program 
as a table of values representing the wetting, 
drying, and scanning curves of the hysteretic 
relationships. This table of values is a line 
segment representation with linear interpolation 
between the coordinate points. In this study, 
12 line segments were used for each curve, 
and seven scanning curves were used for each 
soil. The program locates the correct curve after 
determining whether the node in question is 
wetting or drying by scanning the past history 
of the node to determine the pressure head 
.value at which a change from wetting to drying, 

or vice versa, occurred. For those geologic for- 
mations that occur at depth, it is usually only 
necessary to use saturated data. 

The time step size may also be varied in 
several ways, so that one can choose a series 
of time steps suited to the particular problem 
being solved. 

Output is in the form of plots of the pressure 
head, total head, and moisture content fields 
for any desired cross section at any desired 
time step. From the pressure head diagram one 
can locate the position of the water table. From 
the total head diagram one can determine the 
flow pattern and quantitative values of the 
infiltration rate, recharge rate, and base flow 
rate. 

The program has been written so that it can 
collapse from three dimensions to two and 
from a transient analysis to steady state. 

The program language is Fortran IV. Com- 
puter runs were carried out at the Thomas J. 
Watson Research Center on an IBM System 
360 model 91 computer with 1.5 X 106 bytes of 
available core storage. A Stromberg-Datagraphix 
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model SC 4020 photographic plotter made rapid 
plotting easier. 

ASSUMPTIONS AND LIMITATIONS 

Despite the considerable effort that was ex- 
pended in this study to develop a versatile 
mathematical model with a wide range of appli- 
cations, it is still necessary to emphasize the 
theoretical assumptions on which the model 
is based and the limitations that are imposed on 
its use by the present generation of computers. 

The mathematical development is based on 
the usual set of assumptions for saturated flow; 
namely, that the flow is laminar and Darcian 
and that inertial forces, velocity heads, tem- 
perature gradients, osmotic gradients, and chem- 
ical concentration gradients are all negligible. 
The soils and geologic formations are assumed 
to be linearly and reversibly elastic and mechan- 
ically isotropic; horizontal components of defor- 
mation are assumed small compared to vertical 
deformations. The analysis requires that the 
velocity of the soil grains be negligible and that 
the principal directions of anisotropy parallel 
the coordinate directions. In the unsaturated 

zone, it is assumed that the soils are nonswell- 
ing and that the air phase is continuous and 
always in connection with constant external at- 
mospheric pressure. 

Many of these assumptions are not restrictive, 
but there are three critical ones that limit the 

sphere of application. These are the two un- 
saturated assumptions that disallow entrapped 
air and swelling soils, and the temperature 
gradient restriction that precludes treatment of 
winter soil moisture conditions in northern 
latitudes. If subsurface flow models are to play 
a useful role in overall watershed response 
models, it may be necessary to integrate recent 
work by soil physicists in these fields to obtain 
sufficient generality. 

With my program, the IBM 360/91 could 
accommodate a mesh of 30,000 nodes. This figure 
was adequate for two-dimensional cross sections 
but still placed a limitation on the study of 
basin wide hydraulics in three dimensions (to 
nets of, say, 20 X 30 X 50). At surface bound- 
ary nodes where flux enters or leaves the system, 
it is necessary to have small vertical nodal 
spacings of the order of 10-100 cm for most 
realistic cases. A close nodal spacing is also 
necessary in the vicinity of wells and streams. 

Even with large horizontal nodal spacings and 
nets that widen quickly about these critical 
zones, the size of a basin that can be modeled 
entirely within core is limited to a few square 
miles by 1000 feet deep. 

With rapid access external storage, much 
larger models can be accommodated but at the 
expense of computer times that would probably 
become excessive. 

Despite the stability of the LS01• numerical 
scheme, a time step limitation is introduced by 
the nonlinearity of the coefficients. For the flow 
systems simulated in this study, it was found 
that pressure head changes should not exceed 
about 10 cm at any node during a time step. 
For early stages of well pumping, this may mean 
an initial time step as small as 0.01 second. 
For low rate natural infiltration, time steps of a 
day or even a week may be permissible. 
Where small initial time steps are needed, 
it is permissible to increase the step with 
time by using a rapid geometric progression. For 
most hydrologic events, it is usually possible 
to chart the main response within 10-200 time 
steps. On the model 91, a 200 time step solution 
to a 50 X 50 two-dimensional model takes 5-10 
minutes of computer time. 

Many authors [e.g., Verma and Brutsaert, 
1970] have reported difficulties in obtaining 
convergence when solving parabolic equations 
in which the coefficients are functions of the 

dependent variable. This study was not immune 
to such problems. The failure usually takes the 
form of an oscillation of predicted and calcu- 
lated • about the correct value, so that the 
solution fails to converge to the desired toler- 
ance. In rare cases converging solutions actually 
did a turnabout and began diverging. I found no 
magic solutions, but I did have moderate success 
with a mechanism built into the program, 
whereby the time step size was automatically 
reduced by a specified factor and the step re- 
calculated when such problems occurred. 

Complex models are open to the charge that 
their sophistication outruns the available data. 
For example, this model can use (although it 
does not require) anisotropy values. Such data 
are only rarely available in the saturated zone, 
and the concept is completely disregarded in 
most studies of the unsaturated zone. The 

hysteretic relationships that make up the hydro- 
logic properties of the soil also constitute data 
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that are in short supply. To answer the charge, 
one can only reply that the deterministic sim- 
ulation approach espoused here is potentially 
superior to any empirical technique that requires 
less data. If the technique can be shown to have 
practical value, it will encourage increased meas- 
urement of the necessary data. 

INFILTRATIOl• AND GROUNDWATER RECI-IARGE 

The interrelationship between infiltration and 
groundwater recharge has been studied in one 
dimension by Freeze [1969]. The parameters 
identified there controlling the natural replen- 
ishment of groundwater basins are also opera- 
tive in two and three dimensions. These param- 
eters are the rate and duration of rainfall, the 
climatic conditions during the subsequent re- 
distribution period, the rate and direction of 
groundwater flow at the water table (ground- 
water recharge rate), the antecedent soil mois- 
ture conditions, the water table depth, and the 
unsaturated hydrologic properties of the soil. 

The recharge rate, the water table depth, and 
the soil moisture conditions all vary widely 
across a basin and depend largely on basin 
topography. With two- and three-dimensional 
models we can investigate these variations. We 
can also study the effect of the positioning of 
infiltration sources on the watershed: their loca- 

tion, their areal extent, and their spacing. 
Finally we can examine the effect of the three- 
dimensional configuration of geologic formations 
and soil types. 

The hypothetical basin I have chosen for 
analysis is shown in Figure 3a (at a 2:1 vertical 
exaggeration). The boundary conditions involve 
a stream AB at constant hydraulic head, an 
impermeable basement AFED, and the ground 
surface BCD on which the hydraulic head, 
pressure head, or flux regime may be specified. 
The development of a seepage face above B 
is allowed. 

In all the simulations presented, the initial 
conditions are those of steady state flow. To 
determine the steady state configuration, the 
flux boundary conditions are replaced by speci- 
fied head values. 

The two-dimensional simulations were carried 

out on a 36 X 48 nodal grid with variable 
spacings of 10 to 200 cm. The overall dimen- 
sions are 3700 cm wide by 700 cm high. The 
soil type is Del Monte sand [Liakopoulos, 1965.; 

Flow Model 355 

Freeze, 1969]. This soil has a saturated specific 
permeability ko of 5.8 X 10 -• cm • (hydraulic 
conductivity Ko -- 1.62 cm/hr) and a porosity 
no of 0.30. The compressibility a' was estimated 
at 3.2 X 10 -8 cm-L The small air entry pressure 
shown by the original data was ignored so that 
the • -- 0 water table line would be coincident 
with the 0 -- 0.30 line. 

One can invoke similitude considerations to 

extrapolate the results from such a small simu- 
lated section to the much larger basins in which 
we may be interested. The similitude relation- 
ships can be derived from the considerations of 
Verma and Brutsaert [1970] 

X_l _- y_l _- Zl _- tl _ 
X2 Y2 Z2 t2 •2' 

where • and • are the pressure head values 
at any 0 in the •-0 relationship, or at any K 
in the •-K relationship for the basin soil. Extra- 
polation thus involves an interaction of length 
unit, time unit, and soil type. The degree of 
extrapolation is limited by the factor by which 
the soil moisture curves can be multiplied with- 
out giving rise to an unrealistic soil. It is worth 
noting that the Ko and no values are not affected 
by the similitude conversions. 

In Figures 3 through 7, the pressure head and 
total hydraulic head values can be considered 
to be in cm and the time values in hours for 

the 3700 X 700 cm basin. For a basin of 3700 X 

700 feet with the corresponding soil type (if 
one exists), the head values would be in feet 
and the time values in 1.25 days. 

A water table rise can result from three types 
of infiltration events: a rainstorm (broad areal 
extent, high rate, short duration), a snowmelt 
type source (broad areal extent, low rate, long 
duration), and ponding (areally concentrated, 
high rate, long duration). Figures 3, 4, and 5 
show the transient response of a saturated- 
unsaturated flow system to these three types of 
hydrologic events. 

Figures 3a, 3b, and 3c show the initial steady 
state flow conditions in the basin when the 

boundary CD is kept at • -- --100 cm. The 
pressure head field is the direct numerical solu- 
tion; the other two fields are deduced from it. 
The position of the water table can be deter- 
mined from Figure 3a, and its relation to the 
overlying moisture contents from 3b. Figure 3c 
shows the hydraulic head field from which quan- 
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titative flow nets can be constructed. Owing to 
the spatial variations of k in the unsaturated 
zone, the construction of a flow net there is 
not a trivial exercise. 

In Figure 3d the transient rise of the water 
table resulting from a 7-hour rainfall at I, -- 
1.5 cm/hr -- 0.92Ko over the entire basin is 
shown. There is a 5-hour time lag before the 
advancing wetting front can induce a water 
table rise. A comparison of Figures 3b and 3e 
shows the dramatic increase in moisture content 
that occurs throughout the unsaturated portion 
of the basin. A comparison of Figures 3c and 3/ 
shows the corresponding increase in the quantity 
of flow. The formation of a seepage face above 
the stream provides a discharge area of con- 
stantly increasing size. The rapid and significant 
response of the basin is caused by a shallow 
water table, wet initial moisture conditions, and 
a high rainfall rate. 

The time lag created by less ideal conditions 
is shown in Figure 4. Here the initial steady 
state flow conditions that result from the im- 
position of a hydraulic head value of 400 cm 
along CD feature a deep, nearly fiat water table 
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and very dry surface moisture conditions. The 
flux, I, -- 0.15 cm/hr ---- 0.092Ko, (Figure 4d) 
is meant to represent a snowmelt type infiltra- 
tion event. It creates a water table rise that 
begins after 100 hours and approaches the sur- 
face after 400 hours. 

Figure 5 shows the effect of areally concen- 
trated infiltration. The initial conditions are the 
same as those shown in Figure 3. One can 
imagine the flux rates resulting from surface 
runoff into depressions during spring snowmelt 
events similar to the one shown in Figure 4. 
Once saturation is achieved at the surface, the 
flux rate boundary condition is replaced by 
a specified head ponding condition. The water 
table rise is more rapid at the upstream source 
because the initial depth to the water table 
there was less. At the downstream source the 
moisture content field gives evidence of incipient 
saturation. 

Figures 3, 4, and 5 consider only three cases 
from an infinite possible selection of surface 
boundary conditions. We could, for example, 
consider a storm passage across the basin with 
its time varying flux values. The chance of 

t=7 '""'---- 

TRANSIENT POSITION 

MOISTURE CONTENT, '' 0 • J MOISTURE CONTENT, I ' ' 

2 

I/I I I / T (Ind•l Steody Stole Flow Condillon) TOTAL HYDRAULIC HEAD, tz7 

VERTICAL EXAGGERATION 2 I 

Fig. 3. The transient response of a saturated-unsaturated flow system to a heavy rainfall. 
(a, b, c) Initial steady state flow conditions. (d) Transient water table fluctuation. (e, /) 
Final moisture content and total head configurations. 
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The transient response of a saturated-unsaturated flow system to snowmelt type 
infiltration. 

arriving at meaningful generalizations from hy- 
pothetical models for such systems seems slight, 
and these are best withheld until the model is 

applied to real basins and real hydrologic events. 
The simulation results can be interpreted 

quantitatively to give three types of hydro- 
graphs. First, the timewise variation in surface 
infiltration rate can be calculated for any point 
on the ground surface; second, the water table 
rise can be charted at any point on the basin; 
and third, a stream base flow hydrograph can 
be prepared. Figure 6a shows the first two of 
these hydrographs for point A on Figure 5. 

In Figure 6b, I have generalized the results of 
several runs to show schematically the nature of 
simulated surface infiltration rates. For flux 

rates greater than the saturated hydraulic con- 
ductivity of the soil, surface saturation and 
ponding occur, and the infiltration rate is 
reduced to a value that approaches the hy- 
draulic conductivity asymptotically. Another re- 
duction occurs with saturation of the entire pro- 
file at that point. The ultimate minimum 
infiltration rate would equal the rate of ground- 
water flow at the surface under conditions of 

a fully saturated basin. 
In my earlier one-dimensional treatment 

[Freeze, 1969] the rate of reduction of infiltra- 
tion rate under ponded conditions was over- 
estimated, owing to an inconsistency in my 
solution that was brought to my attention by 
Professor A. J. Sutherland of the University of 
Canterbury, New Zealand (personal communi- 
cation, 1970). Under ponded conditions, the 
ponded pressure head was allowed to propagate 
down through the profile under the influence of 
a unit hydraulic gradient that was assumed to 
have been reached upon ponding. In actual fact, 
the pressure head profile will show a linear 
increase from the inverted water table to the 

ground surface at any time during ponding. As 
the inverted water table descends, the unit 
hydraulic gradient will be approached asymp- 
totically. For the cases simulated in the earlier 
paper, the flaw was not quantitatively signif- 
icant. In the present study, the solution is com- 
pletely general, and the correct profile and 
infiltration rates are obtained for ponded as well 
as nonponded conditions. 

Calculation of the difference between the rain- 

fall rate and the infiltration rate leads to a 

rainfall excess hydrograph that is of key impor- 
tance in hydrologic response modeling. 

Figure 6c shows two generalized water table 
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fluctuations. The concave recessions are of the 

form observed in runs simulating redistribution 
under conditions of no surface evaporation. 

PERCHED WATER TABLES 

The formation of perched water tables above 
the main groundwater zone has always been 
of interest to. hydrogeologists. The present model 
allows investigation of the mechanisms involved. 
Figure 7a shows the introduction of some 
geologic inhomogeneity to the basin. The clay 
layer that has been inserted in the unsaturated 
zone has a saturated permeability 10 times less 
than the surrounding Del Monte sand and a 
porosity twice as high. A hypothetical set of 
unsaturated soil properties was generated by the 
author. 

Figure 7b shows the low initial moisture con- 
tents at the surface and the nearly fiat con- 
figuration of the water table. Concentration of 
vertical flow in the unsaturated zone through 
the clay layer is shown in Figure 7c. There are 
low gradients, as expected, in the high permea- 
bility basal formation. The boundary conditions 
that give rise to this initial steady state flow 
system are the same as those for Figure 4. 

Under the influence of a broad areal infiltra- 

tion arising from a flux rate of I -- 0.09Ko, a 
perched water table forms above the upper 
clay layer (Figure 7d). It begins as a small 
lens after 210 hours and builds to a continuous 

zone after 260 hours. After 460 hours the 

perched water table has joined with the slowly 
rising main water table. Increased flow gradients 
occur throughout the system (Figure 7[) but are 
concentrated in the unsaturated zone. 
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(a) Surface infiltration rate and water 
table rise at point A in Figure 5. (b) Schematic 
diagram of theoretical infiltration rates. (c) Sche- 
matic diagram of theoretical water table fluctua- 
tions. 

can be determined by a basin wide transient 
analysis is the stream base flow hydrograph. If 
we define base flow as the amount of water 

arriving at the stream as saturated flow into the 
stream bed itself, plus percolation from the 
seepage face on the stream bank, then we can 
calculate this quantity from a flow net analysis 
of the total hydraulic field determined from the 
mathematical model. We will not consider the 
effect of flood waves in the stream or the con- 
sequent bank storage. 

Theoretical base flow curves that are deter- 

mined from mathematical models but consider 

only the saturated zone have been presented by 
Ibrahim and Brutsaert [1965] and Singh [1968, 
1969]. As qualitatively recognized by Singh 
[1968], however, the unsaturated zone plays an 
important role. A recent paper by Verma and 
Brutsaert [1970] includes the unsaturated zone 
in a base flow-like application. 

The base flow rate at any point in the stream 
is a consequence of the hydraulic gradient in the 
vicinity of the stream. Increased base flow 
results from an increased gradient near the 
stream, which itself is a consequence of increased 
up-basin gradients created by a water table rise. 
The time lag between a surface infiltration event 
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and an increase in stream base flow is therefore 

directly related to the time required for the 
infiltration event to induce a widespread water 
table rise. An example of this direct relationship 
is shown by Figures 8a and 8b, taken from the 
output for Figure 4. 

It is easy to calculate two other important 
base flow quantities. D•,,, the maximum pos- 
sible base flow, is the discharge into the stream 
under conditions of a fully saturated basin. D•,, 
is the minimum likely base flow, as calculated 
under conditions of the lowest recorded water 

table configuration. Any technique for base flow 
estimation or base flow separation should con- 
sider a curve that lies between D•,. and D•,• 
and is of the form shown in Figure 8c, wherein 
the recession portion of the hydrograph is similar 
in form to the water table recession curve of 
Figure 6c. 

BASIN YIELD 

In basin wide water resource evaluation, the 
most important application of simulation models 
lies in the prediction of basin response to pro- 
posed development. Recent basin wide ground- 
water simulations have tended to take one of 
two forms. In the first approach [Tyson and 
Weber, 1964; Bitringer et al., 1967; Pinder and 

Bredehoeft, 1968], transient flow is considered 
in a two-dimensional horizontal aquifer. This 
approach is well suited to the prediction of 
effects of pumpage in a developed basin domi- 
nated by a major confined aquifer. It relates the 
source of the pumped water to the whole of the 
aquifer and to the leaky overlying beds but 
does not relate the source of the leakage water 
to the recharge-discharge properties of the 
basin. 

In the second approach [Fayers and Sheldon, 
1962; TSth, 1963; Freeze and Witherspoon, 
1966], steady state flow is considered in two- 
dimensional, vertical cross sections. This tech- 
nique is suited to virgin basins or to weakly 
developed basins and provides a good under- 
standing of the natural recharge-discharge prop- 
erties of the basin. This approach provides no 
information on the effects of development. 
Bredehoeft and Young [1970] have pointed 
out that major groundwater development may 
significantly change the recharge-discharge 
regime. 

Clearly, the basin yield depends both on the 
manner in which the effects of withdrawal are 
transmitted through the aquifers and on •the 
changes in rates of groundwater recharge and 
discharge induced by the withdrawals. To 
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analyze these latter effects, one must include 
the unsaturated zone in the three-dimensional 

transient analysis. With the present model we 
can analyze the effects, regardless of whether 
the wells are finished in confined or unconfined 

aquifers. The response will, of course, be de- 
pendent on the number of wells, their areal 
position, and the rates of pumpage. 

To illustrate these effects on basin yield, I 
have designed a simple• hypothetical three- 

• dimensional basin whose essential features are 

shown in Figure 9a. It is a rectangular sub- 
basin with uniform flow from right to left under 
initial steady state regional flow conditions. 
Inflow to the basin is restricted to the upstream 
portion of the ground surface (above WXYZ in 
the plan view, along CD in the vertical section). 
For the initial steady state calculations the 
pressure head was kept constant at --20 cm 
in this area; during the transient run an influx 
value of 0.018 cm/hr (0.011Ko) was allowed. 
Outflow occurs as base flow to a stream at E, 
kept at constant hydraulic head with the pres- 
sure head equal to zero on its surface. All other 
boundaries are impermeable. The initial loca- 
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Fig. 8. (a) Water table rise at point A in 
Figure 4. (b) Base flow to stream in Figure 4. 
(c) Schematic diagram of theoretical base flow 
hydrograph. 

tion of the water table leaves an unsaturated 

zone thickening to the left across the basin. 
Geologically, the basin is a two-layer model, 

the lower layer having a saturated permeability 
10 times that of the Del Monte sand in the 

upper layer. A single well is located just below 
the upper surface of the lower layer. Thus the 
model is classically neither confined nor un- 
confined. 

The simulation was carried out on a 26 X 

13 X 26 variably spaced grid representing a 
basin of 5300 X 4000 X 600 cm. Groundwater 
velocities at the boundaries of the 50 X 50 X 

50 cm nodal cube that represented the well site 
were set at 36 cm/hr, simulating a pumping 
rate of 540 1/hr (2.4 gpm). In the three-dimen- 
sional model, as in the two-dimensional models, 
similitude can be invoked to apply the results to 
larger basins. The maximum multiplicative fac- 
tor is limited in this case by the necessity of 
maintaining realistic pumping rates. 

Figure 9b shows two cross sections through 
the three-dimensional hydraulic head field after 
47 hours of pumping. Both the ;vertical section 
and the plan are in the plane of the well. If 
we compare the vertical sections of Figures 9a 
and 9b, we can note the following: 

1. The hydraulic head has been lowered at 
almost every point in the basin. The influence 
of the well has thus been recorded by changes 
in the piezometric surface throughout the lower 
aquifer. 

2. There has been a drawdown in the water 

table in the upstream portion of the flow 
system, which is due in part to. the well with- 
drawals and in part to reduced natural influx 
rates. (The I = 0.011 Ko rate is about half the 
rate that was being accepted under steady state 
flow conditions.) 

3. The gradients in the vicinity of the stream 
have been reduced and the discharge from the 
basin by base flow thereby lessened. (Note that 
the 400 and 450 contours have been displaced 
to the right.) 

4. Groundwater recharge rates at the water 
table have been maintained in the upstream 
portion of the system and have increased above 
the well site, but only at the expense of a 
falling water table. 

Several areas have been outlined on the plan 
view (Figure 9b). The parabolic area LMN 
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Fig. 9. Transient response of a three-dimensional saturated-unsaturated flow system in a 
two-layer basin to groundwater withdrawal from a single well. 

is that portion of the aquifer inside which flow is 
contributing to the well. Flow lines originating 
outside LMN feed stream base flow. LMN is 

actually the planar intersection of a three- 
dimensional paraboloid that extends to the 
ground surface. Its intersection with the ground 
surface in that area where infiltration occurs is 

shown by PQRS. The paraboloid of well influ- 
ence, like the proportion of the total infiltration 
ultimately captured by the well, is constantly 
expanding with time. 

The area to the right of the GHK line in Fig- 
ure 9b is that area in which the water table 

has declined. It is interesting to note that the 
water table has been lowered even in portions 
of the flow system outside that part directly 
contributing to the well. 

For the case shown in Figure 9, the pumping 
rate was greater than the total basin infiltration 
rate by a factor of 3.65. This situation is 
clearly unstable. If the pumping rate were less 
than or equal to the influx, an equilibrium 
steady state flow system not unlike that shown 
in Figure 9 would result. Figure 10 shows the 

ultimate result of a basin pumping rate that 
exceeds the available surface influx but only 
by a small factor. Here the pumping rate was 
slightly greater than that in Figure 9, but 
infiltration was allowed over the entire surface. 

The hydraulic head pattern shows groundwater 
withdrawals in equilibrium with increased 
natural infiltration rates and induced recharge 
from the stream. 

Figures 9 and 10 assume constant low rate 
infiltration at the surface over long periods of 
time. The actual transient nature of the surface 

boundary conditions exerts great influence on 
the basin response. It is unlikely, for example, 
that a flow system like that shown in Figure 10 
could exist in a large basin. The water table 
depths would be too great for the unsaturated 
flow processes to deliver the recharge rate on 
a sustained basis. As the water table drops, the 
likelihood of infiltration being recaptured by 
evaporation during the redistribution period be- 
comes greater. 

We can generalize the insights gained from 
the three-dimensional hypothetical examples by 
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considering schematically the response of a 
basin to increased development. If we isolate 
the saturated portion of the basin and integrate 
the spatially varied recharge and discharge 
rates to obtain basin wide totals for any given 
time period, then the response to withdrawal 
at a rate Q can be described by [Bredehoeft 
and Young, 1970] 

dS8 (14) 
where R is the basin wide total recharge rate; 
D, the basin wide total discharge rate, is equal 
to D, q- D•, D, being the saturated discharge 
rate (principally base flow) and D, the dis- 
charge to the unsaturated zone; and dS,/dt is 
the change of storage in the saturated zone. 

The recharge rate R is dependent on condi- 
tions in the unsaturated zone 

R = Iq- D•--Eq- 
dS• 
dt 

(15) 

where I is the basin wide total surface infiltra- 

tion rate, E is the basin wide total surface 
exfiltration rate, under the influence of evapo- 
transpiration, and dSJdt is the change in 
storage in the unsaturated zone. 

If we increase the withdrawal rate with time 

(that is, if Q -- Q(t)), then all the dependent 
parameters in equations 14 and 15 also become 
time dependent; in particular, R = R(t) and 
D -- D(t). The key to understanding the 
dynamic response of a groundwater basin and 
to determining its yield lies in predicting the 
changes in R (t) and D (t) that result from 
changes in Q (t). 

As has been emphasized in this paper, the 
flow rates at the water table R(t) and D(t) 
are functions of time not only under the infiu- 

I 
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Fig. 10. Groundwater withdrawal in equilibrium 
with increased natural recharge rates and induced 
recharge from stream. 
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ence of Q(t) but also under the influence of 
the natural transient climatic boundary condi- 
tions at the ground surface. The mechanism 
by which the unsaturated zone attenuates the 
influence of transient climatic conditions on the 

rate of flow that actually arrives at the water 
table to sustain the groundwater flow pattern 
is treated by Freeze [1969]. The average an- 
nual recharge rate may be a high or low per- 
centage of the total annual precipitation. The 
recharge rate is dependent on the rates and 
durations of rainfalls (particularly whether the 
rainfall rates are greater or less than the satu- 
rated permeability) and on subsequent climatic 
conditions at the surface during redistribution 
periods. The rate is highly dependent on the 
depth to the water table. 

I will now present two schematic diagrams 
(Figures 11a and 11b) that represent conditions 
in a groundwater basin under increased develop- 
ment. I apologize for the obtuseness that at- 
tends their explanation, but I can find no 
simpler words. The diagrams concern flux rates 
in the saturated zone alone. To simplify the 
analysis further, it is assumed that the attenu- 
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ating effect of the unsaturated zone has been 
complete and that natural variations in R and 
D are far less than those caused by changes 
in Q. 

In Figure 11a (at time to) under virgin con- 
ditions, we have a basin wide total recharge 
rate Re equal to the basin wide total discharge 
rate Do. (In earlier papers, the author has 
referred to this quantity as the natural basin 
yield.) If at time t• we begin pumping at a 
rate Q, the withdrawals are initially balanced 
by a change in storage, which in an unconfined 
aquifer takes the form of an immediate water 
table decline. At the same time, the basin 
strives to set up a new equilibrium under con- 
ditions of increased recharge R. The unsatu- 
rated zone will now be induced to deliver 

greater flow rates under the influence of the 
higher gradients in the saturated zone. If in- 
creased withdrawals occur at time t2, there is 
again a change in storage pulse, a lowered water 
table, an increased recharge rate R, and per- 
haps a decreased discharge rate D. 

In the simplified case shown in Figure 11a, 
steady state equilibrium conditions are reached 
prior to each new increase in withdrawal rate. 
We might consider the diagram to represent 
the addition of single wells to a small basin 
at widely spaced time intervals over a period of 
several years. Just after time t•, all natural 
discharge ceases, and the discharge curve D 
rises above the horizontal axis, implying the 
presence of induced recharge from a stream 
that had previously been accepting base flow. 
The withdrawal Q is now fed by the regional 
recharge rate R and the induced recharge rate 
D. Note that the regional recharge rate R at- 
tained a maximum between times t• and t•. At 

this rate, the groundwater body is accepting all 
the infiltration that is available from the un- 
saturated zone under the lowered water table 
conditions. 

In Figure 11a the increases in withdrawal 
rate did not lead to undesired effects. The perti- 
nent question in water resource planning is, 
How can we maximize the basin yield without 
causing unacceptable water table declines or 
significant reductions in the natural replenish- 
ment of the basin? In Figure 11b, I present 
one possible form of analysis. It is basically a 
generalized form of Figure 11a. 

The time scale is in years, and the figure pur- 

ports to trace schematically the basin wide total 
rates of recharge R and discharge D and the 
decline of the water table under conditions of 

constantly increasing groundwater development. 
The sequence of events shown in Figure 11b 
may differ in their order from basin to basin 
or within the same basin under different devel- 

opmental proposals. For development of con- 
fined aquifers there will be a significant time 
lag before water table declines manifest them- 
selves, but sooner or later they must occur. 

In Figure 11b at time to, natural steady state 
flow conditions prevail. As the withdrawal rate 
Q increases, the water table declines, and there 
is an induced increase in the regional recharge 
rate R. The regional discharge rate D remains 
constant until t•, when discharge out of the 
basin begins to lessen and thus allows a lower 
rate of increase in the recharge rate R while 
maintaining an increased withdrawal rate Q. At 
time t2, the maximum available recharge rate R 
is reached. The increasing Q rates must now be 
fed by more rapidly decreasing discharge rates 
D; the result is a crossover of the D curve 
shortly after t3, which signifies the beginning 
of induced recharge conditions. At time t•, 
however, the declining water table reaches a 
depth below which the maximum rate of 
groundwater recharge R can no longer be sus- 
tained. The same annual precipitation rate no 
longer provides the same percentage of infiltra- 
tion to the water table owing to the consist- 
ently drier conditions in the unsaturated zone 
[Freeze, 1969]. Evapotranspiration during re- 
distribution now takes more of the infiltrated 

rainfall before it has a chance to percolate down 
toward the groundwater zone. 

The decreased regional recharge rate R be- 
tween t• and t4 (Figure 11b) is made up for by 
an increased induced recharge rate D. At t• the 
water table reaches a depth below which no 
stable recharge rate can be sustained; at t5 the 
maximum available rate of induced recharge is 
attained. From time t5 it is impossible for the 
basin to supply increased rates of withdrawal. 
The only source lies in an increased rate of 
change of storage that manifests itself in rapidly 
declining water tables. By time t6 the water 
table has been lowered to a nearly fiat configura- 
tion connecting the well depth to the stream. 
The total source of withdrawal Q now comes 
from induced recharge D. 
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During time t• to t6 the basin yield has 
come unstable. The value of Q at time t• rep- 
resents the maximum stable basin yield. The 
maximum stable yield could theoretically be 
maintained indefinitely, since the water table 
depth is still high enough for the unsaturated 
zone to deliver a sustained annual groundwater 
recharge rate. To develop. a basin to its limit of 
stability would, of course., be foolhardy. A dry 
year might cause an irrecoverable water table 
drop. The basin safe, yield must allow for a 
factor of safety and is therefore somewhat less 
than the maximum stable basin yield. 

This discussion of basin yield, although car- 
ried out with a schematic diagram based on re- 
sults. from a hypothetical model, is not academic. 
Eac h• quantity in Figure 11b, and its variation 
over space and time, can be predicted, within 
the limitations of the technique, by a three- 
dimensional, transient, saturated-unsaturated 
basin model. 

CONCLUSIONS 

1. It is possible to simulate transient sub- 
surface flow in a three-dimensional, heteroge- 
neous, anistotropic, saturated-unsaturated, con- 
fined-unconfined geologic basin. The equation of 
flow is a combination of the Jacob-Cooper 
equation for saturated flow and the Richards 
equation for unsaturated flow. The equations 
can be solved by the line successive overrelaxa- 
tion technique with a program that allows for 
a variable grid and any generalized region shape. 
At any boundary node, time variant boundary 
conditions can be imposed that specify the head, 
the flux, or no-flow conditions. Groundwater 
withdrawals can be represented by an internal 
source or sink of specified head or flux. Input 
parameters include the surface flux rates due 
to rainfall, evaporation, or ponding, and the 
soil and formation properties. Among the soil 
and formation properties are directional per- 
meabilities, compressibility factors, and hystere- 
tic relationships between unsaturated permea- 
bility, moisture content, and moisture tension. 
Output is in the form of plots of the pressure 
head, total head, and moisture content fields 
for any cross section at any time step. From 
the output it is possible to develop quantitative 
hydrographs of surface infiltration, ground- 
water recharge, water table depth, and stream 
base flow. 

2. Simulations of natural flow systems in 
hypothetical basins provide insight into the 
mechanisms involved in the development of 
perched water tables and in the areal variation 
of water table fluctuations. The time lag be- 
tween a surface infiltration event and an in- 

crease in stream base flow is directly related 
to the time required for the infiltration event 
to induce a widespread water table rise. 

3. The inclusion of the unsaturated zone 

in the analysis enables one to make a complete 
analysis of the basin yield under developed 
conditions. One can simulate not only the man- 
ner in which the effects of withdrawal are trans- 

mitted through the aquifers but also the changes 
in the rates of groundwater recharge and dis- 
charge induced by the withdrawals. For any 
proposed developmental scheme, one can pre- 
dict the maximum basin withdrawal that can 

be sustained in the long term by a flow system 
in equilibrium with the recharge-discharge char- 
acteristics of the basin. 

4. Three critical assumptions in the mathe- 
matical development disallow consideration of 
entrapped air, swelling soils, or the effect of 
temperature gradients. These restrictions may 
limit the value of the present model for direct 
use in overall watershed response models. Com- 
puter limitations restrict the size of basins that 
can be modeled to a few square miles by 1000 
feet deep. 

x, y, z, 

Z, 

g, 

P, 

k, 
K, 
n, 

S, 

C, 

t, 
Ax, Ay, Az, 

At, 

I•OTATION 

coordinate directions, cm; 
elevation head, cm of water; 
pressure head, cm of water; 
total hydraulic head, cm of water; 
acceleration due to gravity, cm/sec•'; 
viscosity of water, gm/cm sec; 
density of water, gm/cm3; 
specific permeability, cm•'; 
hydraulic conductivity, cm/sec; 
porosity, decimal fraction; 
moisture content, decimal fraction; 
fractional saturation, decimal frac- 
tion; 
specific moisture capacity, crn -• 
of water; 
vertical compressibility of formation, 
cm -• of water; 
compressibility of water, cm -• of 
water; 
time, sec; 
nodal spacings, cm; 
time step, sec; 
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f•-fv•, predicted pressure heads at nodal 
boundaries; 

•Pvzz, predicted pressure head at node 
center; 

•o, overrelaxation parameter; 
k, prediction parameter; 

Ix, I•, Iz, flux rates, cm/sec; 
i, j, k (subscripts), nodal number in x, y, z 

directions; 
t, it (superscripts), time step number, iteration 

number; 
0 (subscript), at saturation (e.g., k0, K0, n0). 
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